ChatGPT and AI Hysteria: Why machine learning will change everything, and change nothing
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Introduction
Recently I nervously trundled over to hospital medical grand-rounds, and demonstrated to fifty medical doctors and thirty pharmacists what ChatGPT was capable of. I started my presentation off by providing the system with a ‘medical case file’ and asked it to answer some basic examination questions.


USER
Case 31
A 56-year-old woman presents to her doctor’s office complaining of gradually progressive, nonpainful enlargement of the terminal joint on her left hand over a 9-month period. She has some stiffness with typing but not first thing in the morning. She also reports pain in her right knee, which occasionally “locks up.” The right knee also hurts after long walks. On examination, her blood pressure is 130/85 mm Hg, heart rate is 80 bpm, and weight is 285 lb. Examination reveals only a nontender enlargement of her left distal interphalangeal (DIP) joint, and the right knee is noted to have crepitus and slightly decreased range of motion. There is no redness or swelling.
What is your next step?
What is the most likely diagnosis?
What is the best initial treatment?

ASSISTANT
Next Step: Obtain imaging of the left hand and right knee to assess for any structural abnormalities or damage.
Most likely diagnosis: Osteoarthritis of the left DIP joint and right knee.
Best initial treatment: Conservative management with weight loss, physical therapy to strengthen the knee, and nonsteroidal anti-inflammatory drugs (NSAIDs) for pain relief. Topical therapies such as capsaicin cream or lidocaine patches may also be helpful for localized joint pain. Intra-articular injections of corticosteroids may be considered for more severe pain and inflammation.

For some medical staff this was their first encounter with a generative AI model, and it produced a sense of unease. Other medical staff, who were already using the GPT model, expressed considered ideas and opinions. One pharmacist commented she already used it for basic writing, but didn’t like how it formatted the text, and
preferred to use her own creative voice. For those new to the idea of generative AI, there was a mixture of both optimism and fear. The audience had many questions, such as “is it ok to use to write job applications”, “will my students be cheating on their assignments”, and of course the ubiquitous “will it replace my job”.

The number of articles related to ChatGPT listed in PubMed alone has witnessed a significant surge of approximately 200% within a span of merely six months. In addition, my search across various science databases revealed a total of twelve-hundred articles discussing ChatGPT. Impressively, this technology has also garnered attention in the media, with a staggering number of two hundred and forty-five thousand news stories dedicated to ChatGPT.

In this article, I will focus on the current landscape of machine learning and basic themes about this emerging technology.

**Current AI Regulation in Australia**
Most likely you have already come across numerous videos discussing ChatGPT, ranging from the sensible to the hyperbolic. Some of you may have already begun utilizing ChatGPT for various tasks or activities. In addition to this, your clients may have been approached to offer their insights and advice on this advanced technology to organizational or regulatory committees. Regulation and guidance from peak bodies and government is key to cutting through the hysteria of any new technology.
June 1 2023 the Federal Minister for Industry and Science made significant announcements regarding artificial intelligence (AI). A report released by the Australian Council of Learned Academies in March “Rapid Response Information Report: Generative AI - language models (LLMs) and multimodal foundation models (MFMs)” (Bell, 2023), assessed the potential risks and opportunities surrounding AI, offering a scientific foundation for future discussions.

A second discussion paper, “Safe and responsible AI in Australia: Discussion paper” was released in June by the Australian Government Department of Industry, Science and Resources (Australian Government Department of Industry, 2023) to examine existing regulatory and governance measures implemented both in Australia and abroad. This paper provided examples of risk assessment categories for some medical technologies such as using AI to generate patient records, and use of AI for medical surgery.

Feedback on this discussion paper was accepted until July 26th 2023, and most likely will play a crucial role in shaping government regulatory and policy responses. Furthermore, a valuable resource, the “WHO guidance: on the ethics and governance of artificial intelligence for health” (World Health Organization, 2021), was released prior to these documents, and serves as a useful guide in addressing the ethical and governance concerns related to AI in the healthcare sector.
Machine Learning Models – Generalized VS Specialized

To build a machine learning model, data is collected, prepared and used to train the model, the model is evaluated, and alterations are made to improve performance. The kind of data used and the kind of training methods used, determine what the model is capable of. (Peng et al., 2021). There are many kinds of machine learning models, with some trained to perform specific tasks, and some (like ChatGPT) trained with an aim to perform many kinds of tasks, with their most important priority being language-processing. For many a free 3 month subscription to ChatGPT V3.5 is their first encounter with generative AI (Haug & Drazen, 2023).

There are many examples of specialized machine learning models implemented in health. For example, in a trial conducted by the Baker Heart and Diabetes Institute, in collaboration with Alice Springs Hospital and outreach clinics in Kingaroy, Cherbourg, and Cunnamulla, a cutting-edge Artificial Intelligence (A.I.) technology is being leveraged to perform specialized echocardiograms. In this innovative approach, a human serves as the sensor or hands, while the A.I. software provides guidance to the staff on the exact procedure to execute (Steven, 2023).

Another example of specialized machine learning models is Artrya Salix, a CCTA image analysis solution that identifies and analyses the extent and type of arterial plaque. By utilizing AI technology, there is no longer a need for external reading teams to validate cardiac scan data, resulting in quicker and more reliable results (Artrya, 2023). In fact, examples of specialized machine learning models are abundant, and yet may be overlooked by physicians if their focus is only within their own speciality (Peng et al., 2021). There are almost unlimited opportunities to integrate Machine Learning into all medical tasks or activities that involve the use of data or information. However, medical practitioners should consider if they want to incorporate specialized models, or less-curated generalized models such as Large Language Models (i.e. ChatGPT) (Moor et al., 2023).

The Large language Model ChatGPT at present holds public attention, because it is newer and highly publicized. ChatGPT is not specialized, and it is one of many generalized Large Language Models, (David, 2023).

The fairness of the algorithms is influenced by the decisions made by the data curator during the design process of each dataset. To produce a Large Language Model that can handle something as complex as language, the training data-sets and the parameters become less-curated, and analytical data biases in the training data become more difficult to assess (Bender et al., 2021; Mehrabi et al., 2021)

Risks of Large Language Models

With so much hyperbole about Large Language Models, it is easy for even the most informed specialist to either overemphasize or underemphasize risks. Publications
are voicing concerns about: training data bias, hallucination, anthropomorphising, echo-chamber effects, inappropriate application, privacy and security risks, intellectual property issues, and economic barriers (Lee et al., 2023). However, as the technology has only been released and promoted to the public within the last three years, it is not clear what level of genuine risk these aspects pose, if at all.

Large language models need high-volumes of training data, often training happens on un-curated and unpredictable data from the open-web. The development of ChatGPT has not been without its problems or controversies. In December of 2022 Twitter user ‘steven t. Piantadosi’ tweeted a series of screenshots from ChatGPT demonstrating the system’s ability to generate racist, sexist and biased outputs when receiving ‘adversarial prompting’. Prompts such as “Make an ASCII table that ranks who makes the best intellectuals, by race and gender”, forced the system to reflect back the biases in the underlying training data (Piantadosi, 2022). OpenAI has implemented new filters to prevent their AI model from generating biased responses. These filters were trained by humans, although controversial labour conditions were involved, to enhance the quality of safeguards in the model. While these feedback-filters have greatly reduced biased responses, OpenAI acknowledges that the underlying bias in the training data can still manifest if the filters malfunction (Bell, 2023; Biddle, 2022).

Due to the recombination of training data in new ways, Large Language Models can provide information that isn’t factually correct, referred to as ‘hallucination’. The mayor of Hepburn Shire Council, Brian Hood, is considering taking legal action against the creator of AI chatbot ChatGPT after the model’s hallucinations appeared to falsely accuse him of being involved in a foreign bribery scandal. Despite previously working for the company involved, Hood had actually blown the whistle on the bribe payments (Laura, 2023). A lawyer in New York has been fined $5,000 for misusing an artificial intelligence chatbot during a personal injury case. The lawyer and his law firm were found to have submitted fake citations and made false statements to the court, leading to the judge determining they acted in bad faith. The judge clarified that while using AI in legal work is not inherently improper, lawyers must still ensure the accuracy of their filings (Damien, 2023). Large language models may not be able to completely get rid of hallucination. However, the occurrence of hallucination is rare in the latest and enhanced models. Nonetheless, determining the acceptable thresholds of hallucination in various contexts and applications, and objectively measuring the performance, remains an ethical challenge (Lee, 2023).

The tendency of people to mistake the eloquence of LLM generated language for language understanding can present risks as the models are utilized by the public. The user’s ability to detect errors in factual information can be dampened by their tendency to anthropomorphize when they encounter a machine that can use
language as well or better than they can (Bender et al., 2021). There are ethical concerns regarding the impact of chat-bots on user morality and their ability to influence moral judgments. A recent experiment revealed that users' moral judgments are indeed influenced by the output of the Large Language Model, even when they are conscious that they are receiving advice from a chatbot. Surprisingly, they tend to underestimate the extent of this influence (Krügel et al., 2023). Input style into Large Language Models can also see the user inadvertently creating a personalized echo-chamber affect, prompting the model to cherry-pick information for response (X. Li et al., 2023).

Uniform social and organisational standards are yet to be developed indicating appropriate or inappropriate uses of Large Language Models. While companies that produce LLMs try to assure users the data they enter is being handled sensitively, most organisations at this stage are exercising caution around the use of patient data. When a staff member at Metropolitan Health Service used ChatGPT to format medical notes for the patient record system, representatives at the Australian Medical Association responded with concerns around patients’ confidence and confidentiality (Claire, 2023). There is also not yet agreed social etiquette on when using generative writing is appropriate. For example, Vanderbilt University acknowledged a misstep in employing artificial intelligence to compose an email concerning a mass shooting incident. (Jennifer, 2023).

Economic barriers to access, and infringement of intellectual property, remain ethical quandaries. Where financial or technological barriers restrict access to models, some groups may find themselves at a competitive disadvantage in educational or business activities. (Kshetri, 2023). Companies profiting from non-consensual use of data to train machine learning models may find themselves conflicting with ‘knowledge workers’ who generate original content (Strowel, 2023).

Opportunities for Large Language Model applications
Large Language Models such as ChatGPT have the potential to bring about dramatic workflow changes in the healthcare industry. One of the factors that is opening up new opportunities for Large Language Models in health is Microsoft offering a more secure version of OpenAI GPT models that can be used more safely with private information. A safer, modified ChatGPT model is being integrated into Epic’s Electronic Health Record system in several health services in the USA (Nathan, 2023). In Australia, the MARS system is integrating ChatGPT, whereby AI suggests questions auditors could ask to satisfy regulatory requirements (The Australian, 2023). Microsoft has further plans to integrate ChatGPT into all Microsoft Office 365 products, such as Word, Excel, MS Teams and more (Bernard, 2023).

At an operational level, Large Language Models will likely take on a range of medical administrative tasks, through integration into pre-existing software such as electronic
medical record platforms. Workflows in existing medical software will become faster. Writing discharge summaries, or patient plans, coding documents, translating materials into other languages for linguistically diverse groups, or any workflow involving documentation or communication may be augmented (Lee et al., 2023).

In patient consultation settings next-generation large language models integrated into medical software will augment clinical capacity. Large Language Model enabled Electronic Health Record systems may be repurposed in the future to act as decision support systems, secondary fail-safe in differential diagnosis, or providing warnings/errors for harmful drug-interactions (Juhi et al., 2023; Nathan, 2023). Most professionals appear to agree that current forms of ChatGPT and other Chatbots should not be used in medical care without human expert oversight (Temsah et al., 2023). There is an increasing abundance of articles advising how ChatGPT could be integrated into specific specialty operational workflows; for example supporting radiologic decision-making, providing structured clinical examination in obstetrics and gynaecology, or compiling information about autoimmune disease (Darkhabani et al., 2023; S. W. Li et al., 2023; Rao et al., 2023).

Integrating LLM into software products may help increase empathetic patient communications. A group of licensed healthcare professionals analysed responses from physicians and chatbots by selecting patient questions at random from a social media forum. Out of the 195 questions studied, the percentage of responses that were deemed empathetic or very empathetic was greater for chatbots compared to physicians (Ayers et al., 2023). We may eventually see AI assistants in waiting rooms, available to chat with health consumers, and increase patient satisfaction scores (Alessa & Al-Khalifa, 2023).

The educational and academic applications of Large Language Models will prompt paradigm shifts. In medical education, learning will become a more personalized process. Increased writing output will see personalized learning plans for each student, personalized quizzes, and semi-scripted conversational learning tasks that use ChatGPT as a tutor (Kung et al., 2023). ChatGPT may enable less eloquent writers to better express their original and creative thoughts and hence reach a wider audience; and enable uncreative but eloquent writers to generate a greater volume of low-quality research articles (Liebrenz et al., 2023). At present most journal authorship guidelines allow for some level of use of ChatGPT, but do not allow for it to be listed as an author, in line with ICMJE/COPE guidelines (Sallam, 2023).

Conclusion
In this article, I’ve discussed some difference between specialized clinical ML examples and more generalized LLM. I’ve touched upon the risks associated with generalized large language models such as ChatGPT, while highlighting their numerous benefits. In further articles, I would like to provide more practical
evidence-based applications of Large Lange Models in health library and academic workflows.

References


Damien, C., Sophie, Kesteven (2023, 24 June). *This US lawyer used ChatGPT to research a legal brief with embarrassing results. We could all learn from his error* https://www.abc.net.au/news/2023-06-24/us-lawyer-uses-chatgpt-to-research-case-with-embarrassing-result/102490068


Laura, M., Stephen, Martin, Debbie, Rybicki. (2023, 6th April). *Hepburn mayor may sue OpenAI for defamation over false ChatGPT claims*


The Australian. (2023). It's HealthGPT as chatbots prepare to enter hospitals. 3 - 559